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Summary

Statistical criteria for forecast quality in practice have limited relevance. They can be valid only in the context of a set of untested assumptions which are usually unknown and certainly difficult to judge for the client. Three non-statistical criteria are stressed: logical coherence, economic coherence, and stability. These criteria are best served by the use of structural models. As loss functions are usually unknown and certainty equivalence is unlikely to prevail, a forecaster must enable his client to form his opinion on the uncertainty associated with the forecast. To this end, uncertainty variants and alternative scenarios appear adequate. The robustness and flexibility of policy choices should be tested against different scenarios.
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1 INTRODUCTION

This paper offers some thoughts on forecasting in macroeconomics. Section 2 starts by asking why we make forecasts. Forecasting is explicitly linked to decision-making under uncertainty. We warn against confusing conditional and unconditional forecasts. As loss functions are usually unknown and certainty equivalence is unlikely to prevail, a forecaster must communicate not just his forecast but must also enable the client to form his opinion on the associated uncertainty.

Section 3 attacks the relevance of common statistical criteria for forecast quality and it stresses three non-statistical criteria: logical coherence, economic co-
herence, and stability. Against this background, alternative forecasting techniques are discussed in section 4. Coherence proves to be best served by structural models. This section also touches on the usefulness of market expectations and on the matter of self-fulfilling or self-denying prophecies.
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Returning to the purpose of forecasting, section 5 discusses communication with the client. Communicating statistical properties tends to be very difficult, because of implicit or explicit conditioning on other variables, on model parameters or specification, and sometimes on subjective probability assessments. For communication with the client, uncertainty variants and alternative scenarios appear adequate. Still, policymakers have a strong tendency to choose a single scenario and use it on the assumption of certainty equivalence. In contrast, different scenarios should be used as a test on the robustness and flexibility of policy choices. Section 6 concludes.

The views given in this paper are based on personal experience at the CPB Netherlands Bureau for Economic Policy Analysis, where the author has worked in various positions for more than 20 years; since 1994 as director.

2 WHY DO WE FORECAST?

‘If one knew everything in advance, then one could travel the world on twopence’
(Dutch proverb, my translation)

Why do we make economic forecasts? Different forecasters may have different purposes. Indeed, forecasts may differ just because they serve a different purpose. In some way or other, however, the purpose of any forecast is to provide guidance in decision-making. The type of decision may vary from a simple bet on some future outcome

2.1 Forecasting in decision theory

The criteria for good forecasting should be derived from the purpose the forecast is intended to serve. The natural analytical framework is that of decision theory, which starts from a loss function \( L(\hat{d}, \hat{s}) \) specifying what damage is done in future state \( \hat{s} \) if we now choose to take decision \( \hat{d} \). The decision maker faces uncertainty over \( \hat{s} \), and this is where the forecaster is supposed to help.

If the forecaster had perfect foresight, then the decision maker would just have to find the decision \( \hat{d} \) that minimizes \( L \) for the forecasted value of \( \hat{s} \). However, if perfect foresight is not available, then any forecast for \( \hat{s} \) necessarily carries uncertainty and the decision maker will have to apply a decision rule to determine \( \hat{d} \). A common rule is to minimize expected loss, but the decision maker may also want to minimize maximum possible loss, or make some other choice.

1 The decision on what forecast to put out may itself be the relevant decision, when the forecasting institute is primarily interested in publicity. See Laster et al. (1999) for an analysis and empirical evidence.

2 In what follows \( \hat{d} \) is a vector in decision space \( D \), \( \hat{s} \) and \( \hat{s} \) are vectors in state space \( S \), and \( L \) is a scalar function on \( D \times S \).
Most decision rules will require a distribution for $\mathcal{F}$, not a point forecast. However, there is a strong result known as certainty equivalence: for a quadratic loss function, minimum expected loss is obtained for the value of $d$ that minimizes $L(\mathcal{F}, E\mathcal{F})$, irrespective of the distribution of $\mathcal{F}$. And for scalar $\mathcal{F}$ the forecast with the smallest mean squared forecast error will provide the best result (i.e. the smallest value of expected loss). This makes $E\mathcal{F}$, the expected value of $\mathcal{F}$, a natural candidate for ‘the’ forecast of $\mathcal{F}$. It also suggests to use the mean squared forecast error as the main criterion for forecast evaluation.

Strong as the certainty equivalence result may be, in many cases the loss function is unlikely to be quadratic or even symmetric. Often it is very hard to specify a realistic loss function. Indeed, many economic forecasters do not cater to a single well defined decision maker, but rather make their forecasts available to anyone who wants to use them. From a decision theory point of view, they would do best providing distributions of $\mathcal{F}$ rather than point forecasts. In section 5 we will argue that this is not a realistic requirement and suggest some ways to handle the communication problem.

2.2 Conditional and unconditional forecasts

The difference between conditional and unconditional forecasts may appear obvious, yet it is often ignored. In fact, most forecasts are conditional, even if they should not be. And in forecast evaluation one usually assumes that the forecasts were unconditional, even if they should not have been. Some examples will help to make this clear.

First, consider the forecasts made in the summer of 1998 by most macroeconomic forecasters (including CPB). They tended to assume (rather than forecast) that the Asian crisis would not further deepen or spread to so far unaffected countries. Based on this assumption, they produced conditional forecasts. Yet they hardly gave a clue, if any, how their clients could ensure that the stated condition would indeed prevail. To their credit, some did include alternative scenarios, thus using conditional forecasts as a way of communicating major uncertainties.

Similarly, many macroeconomic forecasters are used to assuming constant exchange rates as of some particular cut-off date, although they would not necessarily consider that assumption to be the best in terms of economic coherence with the rest of the forecast. By refraining from giving an exchange rate forecast, they make their entire forecast conditional (on the exchange rate assumption), while most clients will take it to be unconditional.

---

3 What we need here is that $L$ is quadratic on $S$, not necessarily on $D$. It suffices that $L$ admits a representation $L(\mathcal{F}, \mathcal{F}) = T^T A T + T^T B (\mathcal{F}) + C (\mathcal{F})$, where $A$ is a constant matrix and $B(\mathcal{F})$, $C(\mathcal{F})$ are vector functions on $D$. See Theil (1958), section 8.2.

4 For an early discussion of this communication problem, see Hildreth (1963).
As a final example, consider the Dutch stock market analyst who was asked to account for his sizable forecast error over the third quarter of 1998 and explained that ‘the situation had changed.’

In some cases, including most government economic policy problems, the decision that is taken will also affect the future outcome. Indeed, often the whole point of the exercise is to generate an economic policy decision \( \bar{d} \) which will lead to a preferred result for the future state \( \bar{s} \). If the decision maker cannot affect the future state, he is best served with an unconditional\(^5\) forecast. But if his decision can affect \( \bar{s} \), he can only be served by conditional forecasts, indicating the likely outcome conditional on the policy decision that will be implemented. An unconditional forecast would necessarily imply an assumption on the behaviour of the decision maker, and thus obscure the decision problem.

If \( \bar{s} \) is a function of \( \bar{d} \), we can still apply the certainty equivalence principle provided the random element in \( \bar{s} \) enters additively, i.e. \( \bar{s}(\bar{d}) = E\bar{s}(\bar{d}) + \bar{\pi} \), with \( \bar{\pi} \) independent of \( \bar{d} \). Then, under quadratic loss, the minimum expected loss decision is the same as the minimum loss decision obtained after substituting of \( E\bar{s}(\bar{d}) \) for \( \bar{s} \). See Theil (1958) for derivations and Chow (1975) for multiperiod certainty equivalence in dynamic systems.

In forecast evaluation, the usual procedure is to compare published forecasts with realizations. Such a simple comparison is fair only if the forecasts were unconditional. For a proper evaluation of a conditional forecast, one should check whether the condition has indeed materialized. If it has not, the forecast error should be corrected for the effect of the difference between conditional value and true outcome. Such a correction may be based on the same econometric model, if any, that was used to produce the forecast. See e.g. van den Berg (1986) for an example. But this is a tedious job, which is often skipped in forecast evaluation.

However, if a forecaster had no good reason to condition his forecast and effectively used the conditions to hide behind when things turned out differently, then it may be fair enough to evaluate his forecasts as if they had been unconditional.

Forecasts produced for the government will normally be conditioned on explicit policy assumptions that reflect the current state of government decision-making. Any other policy assumption in the baseline forecast would only confuse the decision-making process, which will take the baseline as its starting point. However, a forecasting institute catering to clients outside the government may well draw up an unconditional forecast which, explicitly or implicitly, includes a forecast for policy variables different from the values implied by the current state of decision-making. On a simple (unconditional) evaluation of forecasts, one

\(^5\) Of course it should be conditional on all available information, but not on information which is not available, like the decision that will be implemented by some other agent in the system.
would expect the unconditional forecast to be systematically better than the conditional one.  

3 CRITERIA FOR A GOOD FORECAST

'Many critics, no defenders
Weathermen have two regrets
When they hit, no one remembers
When they miss, no one forgets'
(anonymous)

Because forecasters cater to many clients simultaneously and because loss functions are generally unknown, we need some guidance as to what we should require from a good forecast.

3.1 Statistical criteria

A common statistical requirement for a forecast of a scalar variable is that the forecast error has zero mean and minimal variance. Alternatively, one might want it to have zero mode or zero median instead of zero mean. If small sample properties are hard to assess, one may resort to asymptotic equivalents (like statistical consistency).

Statistical criteria require some knowledge of the true distribution of $\tilde{\xi}$. As a rule, this distribution is known only subject to a number of untested (model) assumptions relating to the economic system. Even in a Bayesian approach, some structure is imposed before distributional statements can be made. Hence, any statistical requirement can be valid only in the context of a set of largely untested assumptions which are usually unknown to and certainly difficult to judge for the decision maker.

Why do I say that those assumptions are largely untested? Have not econometricians devised clever procedures to test almost any model assumption that one can come up with? Yes, they have, but any such test is only valid under a host of other assumptions. A simultaneous test of all model assumptions is impossible, simply because every test requires some structure which is taken for granted to make sure the test statistics have the required properties.

3.2 Non-statistical criteria

Although they tend to conflict with the usual statistical criteria just mentioned, two criteria are often applied in practice: coherence and stability. Both relate to

---

6 I am not aware of any such systematic difference in forecast evaluation studies.
7 If $\tilde{\xi}$ serves as the forecast for $\xi$, the forecast error is defined as $\xi - \tilde{\xi}$. 
the credibility of the forecast: how is the client to understand the forecast in terms of (his perception of) the underlying (economic) system. Of course, some clients may be quite happy with accepting forecasts as coming from some black box, e.g. because it has worked so beautifully in the past or because it comes from a reputable institute. But the more sophisticated clients, like those we are used to serving in macroeconomics, will require some credible story or explanation of why the forecast is as it is. They may also want to use the story to develop their own judgement on the associated uncertainty.

**Logical coherence** requires that a forecast satisfies the (accounting) identities that any possible realization is bound to satisfy. Many such identities are linear, like the Keynesian income-expenditure identity, or the definition of the budget deficit as the difference between government expenditures and government receipts. But many others are nonlinear, like the multiplicative relation between growth rates and levels, or that between real values, corresponding price indexes and nominal values. While linear identities are compatible with statistically unbiased forecasts, nonlinear identities immediately pose a problem: with the exception of the one period ahead forecast, unbiased forecasts for levels must generally differ from levels computed from unbiased forecasts for growth rates. Note that logical coherence is preserved for all monotinous transformations if medians are used rather than means.

**Economic coherence** goes beyond identities: it also requires the forecast to make economic sense and obey observed regularities in the data. Of course, econometric models try to capture both the relevant economic theory and past data patterns and they provide the major tool for ensuring both logical and economic coherence. Indeed, an econometric model may well be used as the definition of what is considered coherent and it thus provides the natural reference for the proper stories and explanations to communicate to the client. Unlike means or medians, the model forecast obtained by putting all error terms at zero will always satisfy both coherence criteria. This probably helps explain why the latter is still the dominant mode for preparing model forecasts, although means and medians can nowadays be obtained without much effort from Monte Carlo runs.

**Stability** requires that forecasts for the same state variable do not vary wildly over time, at least not without a clear connection to new information that has become available. Clients will tend to compare a new forecast with previous forecasts and the forecaster will have to explain why his forecast has changed. Thus, stability is a form of economic coherence between successive forecasts. Britton et al. (1998) observe that the UK Monetary Policy Committee ‘needs to be able to explain exactly why the chart looks as it does and why it changes between Reports. This is vitally important both for the consistency of policy-making and for the presentation of the analysis’ (op. cit., p. 31).

---

8 Some authors use the term admissibility to refer to this property.
Are logical and economic coherence sensible criteria, or should we ignore them in favour of the usual statistical criteria? Let me repeat that any statistical criterion can be valid only in the context of a set of untested assumptions which are usually unknown to and certainly difficult to judge for the decision maker. In contrast, logical and economic coherence are easy to understand and very helpful in communicating the relevant information to the decision maker. Indeed, it is often considered to be the major advantage of an econometric model that it provides a coherent framework for bringing all relevant information together, see e.g. Smith (1998). Therefore I think we should put logical and economic coherence above satisfying some statistical criteria in a constructed probability space.

The stability criterion is even less natural from a statistical point of view. Yet there is not only a relation with economic coherence, but also with costs of adjustment. Policy preparation and decision-making can be a lengthy and inflexible process, with considerable and asymmetric adjustment costs. In his study on forecasting student enrolment, Kuhry (1998) states that successive forecasts should not be strongly different when they are to be used for revolving financial planning: ‘It is hard to believe and undesirable that estimated budget allocations vary much from one year to the next’ (Kuhry (1998), p.101; my translation). Policy adjustment costs are part of the policy maker’s loss function and hence stability offers a gain. However, in a multi-client setting it is far from clear what weight the stability criterion should receive.

Nordhaus (1987) offers both empirical and anecdotal evidence for smoothing behaviour of professional forecasters. Smoothing behaviour may be motivated by reputation and credibility of the forecasting institute. Whatever the strategy of the forecaster, he should inform his clients on the balance of risks attached to the forecast he puts out. This point is taken up again in section 5.

4 HOW TO FORECAST?

‘If you’re so smart, why aren’t you rich?’
(‘the American question’ discussed in McCloskey (1994))

We may distinguish four basic methods to prepare a forecast:

1. use a structural model which features the state variables $\mathbf{s}$ as endogenous variables;
2. use a reduced form model for the state variables $\mathbf{s}$;
3. use a (vector) ARIMA model which includes the state variables $\mathbf{s}$; and
4. use current market expectations to derive a forecast for $\mathbf{s}$.

Diebold (1998) distinguishes structural forecasting (method (1)) and non-structural forecasting (methods (2) and (3)); he does not discuss the use of market expectations. The survey of Wallis (1989) focuses on forecasts based on struc-

9 On this issue, see also Clements (1995, 1997).
tural models; in his account, time-series forecasts only serve to provide a benchmark for evaluation.

In practice, one encounters intermediate forms and mixtures of forecasting methods. For instance, sometimes the exogenous variables required for the structural model themselves are forecasts from an ARIMA model. Or current market expectations may be used to feed a reduced form model to derive forecasts for variables on which no current expectations are available. Also, the ideal structural model (founded on production technology and consumer preferences) does not exist and any real world model will contain some equations of the reduced form type.

4.1 Statistical criteria

In each case, statistical properties of the forecast can only be derived on more or less strong (and largely untested) assumptions about the match between model and real world: for the first three methods those assumptions amount to assuming that the model is correctly specified and holds true for the forecast horizon; for method (4), the assumption is that the relevant markets are efficient and have access to all relevant information.

In this respect, method (4) appears to be most robust, in that not many assumptions are required to establish basic statistical properties of market expectations. At the other end, structural models tend to be built on a host of untested assumptions (including the choice of functional forms). All these assumptions are required for a standard derivation of statistical properties of the forecast made with the model. In other words, the statistical properties derived with the model are necessarily conditional on the model assumptions; or, as stressed by Leamer (1978), all of classical statistics is built on the model axiom. But even in a Bayesian set-up it is practically impossible to come up with statistical properties which take into account all the underlying model uncertainties.

Ignoring the subtleties in forecast evaluation (see section 2.2 above), a simple comparison of ex post forecast errors tends to show that ‘published model forecasts generally outperform their time series competitors, the margin being greater four quarters ahead than one quarter ahead’ (Wallis 1989, p. 46).

4.2 The Lucas critique

Not only is it uncertain whether the model is correctly specified, there is also the question whether the model will remain valid over the forecast horizon. In his famous critique of econometric policy analysis, Lucas (1976) stresses that often some model parameters are unlikely to be invariant under policy change, and hence the model cannot be used to assess the effects of a policy change. Of course, this would also jeopardize the model forecast when a policy change is anticipated. And the argument also applies to other (unprecedented) changes in
environment, making most model forecasts useless because there is almost always some change in policies or environment that should affect current expectations and behaviour.

How does this critique affect our different forecast methods? Here methods (1) and (4) appear least vulnerable, for different reasons. A good structural model includes the relevant mechanisms through which policy and environment changes affect the behaviour of economic agents and it should be immune to the Lucas critique. At the other extreme, an anticipated change in policy (or environment) is taken into account by rational market expectations. The critique is most serious for reduced forms and ARIMA models. They cannot convincingly claim to remain valid in the face of new exogenous shocks.

4.3 Non-statistical criteria

What about logical and economic coherence? Which forecasts can be supported by a credible story? A creative economist can come up with a story for any forecast, as is illustrated every day by newspaper reports about financial markets. However, such stories tend to be rather ad hoc and lacking in economic coherence. Clearly method (1) is superior to the other three in providing an explanation which is coherent both in terms of the underlying economic system and in terms of changes since the previous forecast. Moreover, this explanation can be checked and be supplemented by a sensitivity analysis. In my experience, these properties are indispensable in discussing a forecast with clients, policymakers and fellow analysts.

To some extent, reduced form models offer the same possibilities, but the explanations that they can provide lack a clear relation to economic theory and structural parameters. This is even more true for ARIMA models.

Arbitrage on future markets forces market expectations to satisfy the criterion of logical coherence, even for non-linear identities (like the dollar per DM rate is the inverse of the DM per dollar rate). But it is not at all clear why efficient market expectations would satisfy economic coherence. Different agents may have

10 Ericsson and Irons (1995) find that the literature refutes rather than confirms the Lucas critique in structural models and they conclude that agents’ forward-looking expectations are unlikely to be model-based. Thus the standard for good structural models may in practice be less demanding than Diebold (1998) suggests. In his view, dynamic stochastic general equilibrium models based on preferences, technology, and rules of the game have the major advantage of not being subject to the Lucas critique.

11 Here I disagree with Diebold (1998) who claims that non-structural forecasting methods, in particular vector ARIMA methods, are appropriate for unconditional forecasting. Even if this would coincide, as Diebold implies, with forecasting ‘the likely future path of the economy when policy remains unchanged’ (op. cit., p. 178), prospective changes in environment would harm the performance of non-structural forecasts.
different views on its implications and the market result may well deviate from any single coherent economic theory.

As for stability, Figures 1 and 2 give some impression of the performance of methods (1) and (4). Both show the evolution over time of the forecasts for Dutch GDP growth rates in four consecutive years. Forecasts for the same year are plotted according to their date of publication. For reference purposes, horizontal lines show the successive official estimates of the respective growth rates, as released six, eighteen, and thirty months after the year has passed.

Figure 1 contrasts the CPB forecasts, which largely rely on method (1), with the consensus mean as published monthly in Consensus Forecasts (this consensus mean is computed by Consensus Economics from forecasts as put out by a dozen or so commercial and investment banks in the Netherlands). Figure 2 does the same for the NYFER forecasts, which as far as we know largely rely on method (4). As one might expect, the NYFER forecasts are less stable than the CPB forecasts and also less stable than the consensus mean. 12

---

12 This observation does not apply to forecasts published in 1999 when NYFER closely followed the consensus mean. Perhaps it has changed its forecasting method? Unfortunately, NYFER refuses to disclose its forecasting procedure.
The issue here is not smoothing, but the economic coherence of changes in forecasts of GDP growth as derived from movements in financial markets. The volatility of financial markets harms the stability of forecasts based upon them and generally the movements lack an economically coherent story.

4.4 Efficient markets

Even if market expectations lack economic coherence, efficient markets do pose a problem for forecasters: how can a forecaster credibly deviate from market expectations? If he truly believes his forecast is superior, why does he not ‘put his money where his mouth is’ and get rich? When asked for forecasts of financial market variables, the standard answer at our institute is that, if we knew, then we would not be at CPB but at the Bahama’s. Yet we do publish some interest rates and exchange rates together with our macroeconomic forecast. These published rates reflect our view on an economically coherent forecast rather than currently expected rates implied by future markets. Market expectations may diverge because our forecast is conditional on current official government policy and/or on some particular assumption for a major uncertainty in the near future (like the impact of the Asian crisis). And if clients appreciate the advantages of a coherent

Source: Several issues of Consensus Forecasts (Consensus Economics, London); several issues of NYFER kwartaalbericht, NYFER Financiele Monitor (Sdu, The Hague); Statistics Netherlands.

Figure 2 – NYFER and consensus forecasts for Dutch GDP growth, 1996–1999
and stable forecast, they should be troubled by the possible incoherence and the instability (volatility) of market expectations. As someone observed: of the last ten turning points, the stock market predicted twenty.

Why, then, are we not rich? As De Grauwe et al. (1993) have shown, plausible models of foreign exchange markets yield chaotic behaviour for the exchange rate, which supports the idea that it is inherently unpredictable. De Grauwe et al. (1993) find that there is scope for forecasting for the (very) short term, based on past behaviour. For the horizons common in macroeconomic forecasting, neither past behaviour nor the fundamental driving forces provide a reliable basis for forecasting. A similar argument can be applied to the stock and bond markets, as well as to several commodity markets. Luckily, such markets are not dominant in macroeconomics. Hence there is a real job for macroeconomic forecasting, but one which does not bring exceptional profits.

4.5 Self-fulfilling prophecies?

Some markets are so imperfect that our forecasts may influence the outcome. New forecasts for economic growth may affect the ‘animal spirits’ of entrepreneurs and influence investment spending. Wage formation in the Netherlands is largely by collective wage bargaining and it is true that current economic forecasts, in particular from CPB, are taken into account when the bargaining parties prepare their positions. In this case, I would expect our forecasts on productivity, profitability, unemployment and inflation (all interpreted conditionally on our wage forecast) to be more important than our wage forecast itself. Be that as it may, I have not been able to devise a proper test to see whether our prophecies are to some extent self-fulfilling or self-denying. Similarly, it is not clear how to incorporate such influences into the forecasting exercise itself.

5 COMMUNICATING WITH THE CLIENT

‘Past performance provides no guarantee for future results’
(required warning in Dutch commercial investment ads)

As I argued in section 2, the purpose of a forecast is to help clients make a decision in a situation of uncertainty. Because the clients’ loss functions are often unknown, we cannot determine the best decision but must communicate our information on the future state of the world \( \mathcal{F} \) through some forecast \( \hat{F} \), conditional on a baseline decision \( \hat{d} \). Let us assume here that the client knows how alternative decisions will affect his targets (if he does not, we shall be happy to help him by providing the proper policy analysis). If certainty equivalence applies, all
the decision maker needs is our unbiased forecast. But in the more common case that certainty equivalence does not apply, we should not just communicate our best forecast, but also the uncertainty that comes with it. How can we do that?

The simple answer is: supply the characteristics of the distribution of the forecast error, so the client can solve his own decision problem. Too simple an answer, in my view. As I explained in section 4, the statistical properties of the forecast (error) can only be derived on more or less strong (and largely untested) assumptions about the match between model and real world. What the decision maker needs, is the distribution of the forecast error which includes the effects of model uncertainty. Even in a Bayesian setting that is a highly impractical demand.

5.1 Reporting forecast standard errors

In spite of these fundamental problems, some forecasting institutes have recently started to supply error margins or standard errors with the main variables in their forecast. In its quarterly Inflation Report, the Bank of England (BoE) includes a ‘fan chart’ very much like the one pictured for a Treasury forecast in Figure 3. And the National Institute of Economic and Social Research (NIESR), in its quarterly review, includes a table stating probability distributions for the growth and inflation forecasts.

There are differences in the types of uncertainty communicated by the BoE and NIESR. BoE specifically allows for subjective views of future uncertainty, see Britton et al. (1998). NIESR is more inclined to rely only on historical forecast errors, though in the July 1998 issue of its Review (Young (1998), pp. 23–24) it also uses a Monte Carlo stochastic simulation of their model to show that forecast uncertainty is not independent of the policy regime. For the client, the different types of forecast error margins are hard to distinguish. There is no uniform answer to some important questions: What is the underlying probability space? How is uncertainty about model specification and validity handled? What model axioms are taken for granted? I am afraid that the clients are bound to misinterpret the reported error margins as unconditional probability statements, while in fact they are highly conditional on largely untested model assumptions and/or subjective assessments.

Yet, it was a bold move of NIESR and the Bank of England to publish the error margins that they have computed, considering their size. In Don (1994) I observed that forecast errors tend to be uncomfortably large for policy makers. This is an understatement considering the huge margins that both institutes have

13. This is not as simple as it may seem. As we will see below, it is very hard to specify the proper probability space in which this unbiasedness should hold.
presented. Figure 3 gives an adequate illustration, though it refers to a Treasury forecast. One wonders what the clients make of this.

Moreover, because they are conditional on model assumptions and/or subjective assessments, those standard errors would still underestimate the true unconditional uncertainty margins. But there is also a possible source of overestimation in applying the standard classical statistical theory to assessing forecast error margins. Classical statistics is too optimistic in posing the model axiom, but too pessimistic in suggesting that all information that we have on the model coefficients comes from the current data sample used for estimation. Usually more information is available and used, be it informally, in model selection and parameter choice. This information ranges from tested economic theory to a priori insights in what constitutes a plausible parameter value and what does not. Also, non-model information tends to be used in the actual preparation of a forecast. At CPB, the standard example of the latter is sectoral information on investment plans. In principle a careful Bayesian analysis could take care of all that, but this is practically impossible.


Figure 3 – GDP growth confidence intervals for HM Treasury Pre-Budget Forecast
Different sources of forecast error

In my study of forecast uncertainty (Don 1994), I compared standard errors from observed forecast errors with standard errors computed from a Monte Carlo exercise. Both approaches led to highly similar numbers for the standard errors (see Table 1). The Monte Carlo exercise included four types of uncertainty: errors in preliminary data, parameter uncertainty, forecast errors in (non-policy) exogenous variables, and error terms in behavioural equations. It was argued that for the sample at hand, errors in policy variables would, if anything, most likely have increased the computed standard errors. On the other hand, interference from expert opinion (non-model information) should have reduced them. While explicit effects of model uncertainty were not included, one might argue that they had crept in through parameter uncertainty and error terms. That study would suggest, then, that forecast errors can be reasonably assessed through such a Monte Carlo exercise.

---

### TABLE 1 – OBSERVED AND COMPUTED STANDARD ERRORS FOR CPB FORECASTS

<table>
<thead>
<tr>
<th></th>
<th>One year ahead forecast</th>
<th>Four years ahead forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>observed(^a)</td>
<td>computed(^b)</td>
</tr>
<tr>
<td><strong>real growth rates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>private consumption</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>business investment</td>
<td>6.4</td>
<td>9.6</td>
</tr>
<tr>
<td>non-energy exports</td>
<td>4.5</td>
<td>5.0</td>
</tr>
<tr>
<td>production enterprises</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td><strong>nominal growth rates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>consumption price</td>
<td>1.6</td>
<td>2.5</td>
</tr>
<tr>
<td>wage rate enterprises</td>
<td>2.4</td>
<td>2.1</td>
</tr>
<tr>
<td><strong>other indicators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>government surplus</td>
<td>na</td>
<td>1.3</td>
</tr>
<tr>
<td>current account balance</td>
<td>na</td>
<td>2.6</td>
</tr>
</tbody>
</table>

\(^a\) Based on Westerhout (1990); figures in parentheses based on Hers (1993).

\(^b\) Based on Monte Carlo exercises with four sources of uncertainty.

Source: Don (1994).

### 5.2 Different sources of forecast error

In my study of forecast uncertainty (Don 1994), I compared standard errors from observed forecast errors with standard errors computed from a Monte Carlo exercise. Both approaches led to highly similar numbers for the standard errors (see Table 1). The Monte Carlo exercise included four types of uncertainty: errors in preliminary data, parameter uncertainty, forecast errors in (non-policy) exogenous variables, and error terms in behavioural equations. It was argued that for the sample at hand, errors in policy variables would, if anything, most likely have increased the computed standard errors. On the other hand, interference from expert opinion (non-model information) should have reduced them. While explicit effects of model uncertainty were not included, one might argue that they had crept in through parameter uncertainty and error terms. That study would suggest, then, that forecast errors can be reasonably assessed through such a Monte Carlo exercise.

---

14 In fact, I pointed to expert opinion for an explanation why short term forecasts for investment and inflation have observed standard errors which are substantially smaller than computed standard errors. Others have also observed that expert opinion tends to reduce forecast errors, e.g. Klein (1981) and Wallis and Whitley (1991).
The study also showed that, from the four types of uncertainty that were included, by far the most important contributor to standard forecast error is forecast errors in non-policy exogenous variables, especially on medium term. Table 2 shows the percentage shares of the different types in total forecast error. For the very open Dutch economy, it comes as no surprise that forecasting the external variables (most notably real world trade, world market prices, and exchange rates) is all important to the quality of the domestic forecast. If the external var-

<table>
<thead>
<tr>
<th></th>
<th>preliminary data</th>
<th>model parameters</th>
<th>non-policy exog.vars</th>
<th>error terms</th>
<th>total error variance % share in forecast error variance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A One year ahead forecast</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>real growth rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>private consumption</td>
<td>3</td>
<td>5</td>
<td>33</td>
<td>59</td>
<td>100</td>
</tr>
<tr>
<td>business investment</td>
<td>10</td>
<td>13</td>
<td>4</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td>non-energy exports</td>
<td>2</td>
<td>2</td>
<td>83</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>production enterprises</td>
<td>3</td>
<td>5</td>
<td>49</td>
<td>42</td>
<td>100</td>
</tr>
<tr>
<td>nominal growth rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>consumption price</td>
<td>2</td>
<td>2</td>
<td>60</td>
<td>36</td>
<td>100</td>
</tr>
<tr>
<td>wage rate enterprises</td>
<td>3</td>
<td>20</td>
<td>27</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>other indicators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>government surplus</td>
<td>14</td>
<td>1</td>
<td>70</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td>current account balance</td>
<td>5</td>
<td>3</td>
<td>67</td>
<td>25</td>
<td>100</td>
</tr>
<tr>
<td><strong>B Four years ahead forecast</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>real growth rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>private consumption</td>
<td>4</td>
<td>12</td>
<td>48</td>
<td>36</td>
<td>100</td>
</tr>
<tr>
<td>business investment</td>
<td>4</td>
<td>11</td>
<td>34</td>
<td>51</td>
<td>100</td>
</tr>
<tr>
<td>non-energy exports</td>
<td>2</td>
<td>6</td>
<td>62</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>production enterprises</td>
<td>6</td>
<td>11</td>
<td>45</td>
<td>38</td>
<td>100</td>
</tr>
<tr>
<td>nominal growth rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>consumption price</td>
<td>0</td>
<td>1</td>
<td>91</td>
<td>8</td>
<td>100</td>
</tr>
<tr>
<td>wage rate enterprises</td>
<td>1</td>
<td>10</td>
<td>75</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>other indicators (end-year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>government surplus</td>
<td>1</td>
<td>2</td>
<td>93</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>current account balance</td>
<td>1</td>
<td>2</td>
<td>89</td>
<td>9</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: Don (1994).
iables would have been known in advance, then the MSE\(^{15}\) of the one year ahead forecasts for real GDP growth would have been reduced by 40% (Donders and Kranendonk (1999)).

The main problem with applying the Monte Carlo approach in an *ex ante* rather than an *ex post* setting, is that it is very hard to generate error bands for the *ex ante* forecasts of the exogenous variables. Do we feel that past forecast errors on the exchange rate or the oil price provide a proper perspective on current forecast uncertainty? Sometimes yes, sometimes no. While we have learned that oil price shocks are far from unique, in some years the uncertainty in that area appears to be larger, in other years smaller than might be derived from forecast errors observed in the past. A similar statement holds for the other external variables. This probably is the most important reason for including subjective elements in the Bank of England’s fan charts (Britton et al. (1998)).

If we had a model to generate the forecasts for the exogenous variables, then that model might help us to assess the relevant *ex ante* error bands. However, such a model is likely to be conditioned on some of the variables that are determined on (nearly) efficient markets, like exchange rates and commodity prices. For such variables it is impossible to derive a probability distribution for the current *ex ante* forecast uncertainty.\(^{16}\)

Although I sympathize with the idea of formulating subjective probabilities, this Bayesian approach puts high demands on the subject formulating them. As Leamer (1978) puts it: ‘A formal Bayesian encounters insurmountable difficulties in constructing meaningful prior distributions. Thus, most uncertain judgments elude precise quantification’ (op. cit., p. 2). It is no accident that the Bank of England’s subjective assessments apply only to a single variable (i.e. inflation). Furthermore, it remains unclear whether the client understands this type of subjective uncertainty communicated by the forecaster.

### 5.3 Uncertainty variants and alternative scenarios

If statistical forecast errors tend to be misleading and subjective assessments are highly impractical, how then can we properly communicate the uncertainty that comes with our forecasts? Two instruments are commonly used: (1) provide uncertainty variants with the forecast, to highlight some relevant risks; and (2) provide a number of alternative scenarios rather than a single forecast. The first is standard practice for most forecasting institutes. At CPB we have also had some

\(^{15}\) The reduction is measured in MSE (mean squared error) rather than RMSE (root mean squared error), because the former admits an additive decomposition.

\(^{16}\) Option prices contain information about market expectations of volatility. On the value of such information, see section 4.
successful experiences\textsuperscript{17} using a small number of scenarios rather than a single forecast.

In studies of long-term prospects, e.g. CPB (1992) and CPB (1997a), we used three or four scenarios to help our clients manage the uncertainty on a 25-year horizon. Moreover, since 1994 we have published two scenarios for the medium-term outlook (4 or 5 years ahead), one favourable and one cautious in terms of projected economic growth. What is the econometric basis for these scenarios? There is no formal link to forecast error margins or something like that. The medium-term scenarios are derived from the model for the domestic economy, feeding it with two different sets of numbers for the exogenous (largely international) variables. These two sets rather informally attempt to capture a reasonable band-width, based on historical trends and an assessment of the economic situation in the base year in the different regions of the world (CPB (1997b); for a summary in English, see CPB (1997c)). The idea is that these scenarios 'show between which margins economic growth in the Netherlands for the projection period is likely to lie, barring extreme conditions' (CPB (1998), p. 9; my translation). There is no numerical probability statement; rather the flavour is informal and subjective, but coming from independent experts.

Fast adjustment of policy decisions to actual economic developments tends to be difficult, if only because uncertainties are considerable also for a short horizon. The time lags involved in determining the actual growth rate and in implementing consecutive policies limit the possibilities for a flexible response. Hence the advice to policymakers is to prepare, in each policy field, for that scenario which holds the strongest challenge. This means using the cautious scenario in drafting budgetary policies, while at the same time one should prepare for e.g. the environmental challenges posed in the scenario with higher GDP growth. While the new coalition governments of 1994 and 1998 did indeed base their budgetary agreements on the cautious scenario, it proved more difficult to simultaneously use the favourable scenario for policies on the environment and infrastructure. We had a hard time explaining why it makes sense to prepare for environment and infrastructure policies on a high-growth scenario, while keeping budgetary means constrained by a low-growth scenario. This tension may be reduced if, following the advice of the Social and Economic Council (2000), automatic stabilizers are allowed to be used more fully and budgetary policies are tuned to a (conservative) trend scenario.

Of course, a multiple scenario approach is a far cry from certainty equivalence, which is so much easier to swallow. Policymakers have a strong tendency to choose a single scenario and use it on the assumption of certainty equivalence.

\textsuperscript{17} Not all experiences were successful, though. In the early eighties, we prepared two medium term scenarios as the basis for political negotiations on economic policy. A committee of politicians was asked to figure out how to handle them. The result was that the mean growth rate was chosen as the baseline forecast, and policy discussions proceeded on the assumption of certainty equivalence.
rather than use the different scenarios as a test on the robustness and flexibility of policy choices.

6 CONCLUDING REMARKS

‘The only difference between forecasts of economists and fortune-tellers is that economists are better in explaining why they were wrong’
(from M.F.M. Canoy, PhD thesis Tinbergen Instituut, Amsterdam 1993)

Whatever way they are assessed, forecast errors are uncomfortable for policymakers. Some uncertainty in macroeconomics is related to possibly chaotic processes on financial and commodity markets. Surprises in exogenous variables and error terms will continue to dominate forecast uncertainty. At the same time, continuous efforts are required to keep the econometric models up to date and the contribution of error terms at current levels. In my opinion, therefore, it is unlikely that forecast errors can be significantly reduced. We will have to live with them and help our clients handle the uncertainty in their decision-making process.

6.1 Forecast errors and policy analysis

Some observers take the relatively large forecast errors as evidence that most econometric policy analysis is useless, because estimated effects of policy options tend to be smaller than the medium term forecast error margin. Apart from the lack of a viable alternative, the uncertainty argument is not valid. I claim that the estimated policy effects are more reliable than the forecasts. As we have seen, the sizeable error margins characteristic of macroeconomic forecasts are largely determined by the uncertainty in non-policy exogenous variables. But most effects of policy options depend only little, if at all, on the external macroeconomic environment. For policy analysis, the more important sources of uncertainty are related to parameter values, model specification, and model invariance. However sizeable the errors from those sources may be, this is only a subset of the sources of uncertainty that affect the macroeconomic forecasts.

With a similar argument, Hendry and Mizon (1999) question the value of selecting the best forecasting model as the basis for empirical policy analysis: ‘since forecast failure often results from factors unrelated to the policy change in question, the econometric model may continue to characterize the response of the economy to the policy, despite its forecast inaccuracy.’

6.2 Conclusions on forecasting

Macroeconomic forecasts are important to help decision-making. In practice, statistical criteria for forecast quality have limited relevance. They are valid only in
the context of a set of untested assumptions which are usually unknown and certainly difficult to judge for the client. Sophisticated clients rightfully demand that the forecast satisfies non-statistical criteria of economic and logical coherence and stability. These are best served by the use of structural models.

As loss functions are usually unknown and certainty equivalence is unlikely to prevail, a forecaster must enable his client to form his opinion on the uncertainty associated with the forecast. Ex post forecast errors can at best provide a rough guide to ex ante forecast errors in any specific forecasting exercise. Uncertainty variants and alternative scenarios appear adequate to communicate relevant uncertainties. Policymakers have a strong tendency to choose a single scenario and use it on the assumption of certainty equivalence. In contrast, different scenarios should be used as a test on the robustness and flexibility of policy choices.
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